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01 Introduction

Multi-Task Learning via Generalized Tensor Trace Norm



Introduction

Learn multiple tasks simultaneously

play squashplay tennis

Use the knowledge learned in a task to help the 

learning of another task
Human Learning

Multi-Task Learning



Learn multiple related tasks jointly

The knowledge contained in a task 

can be leveraged by other tasks

Improve the generalization 

performance of all the tasks

Introduction

Multi-Task Learning



Introduction

Multi-Task Learning in Natural Language Processing

Shijie Chen, Yu Zhang, Qiang Yang. Multi-Task Learning in Natural Language Processing: An Overview. 

arXiv:2109.09138, 2021.



Yu Zhang and Qiang Yang, A Survey on Multi-Task Learning, IEEE TKDE 2021

Feature transformation approach

Multi-task 

learning models
Feature selection approach

Low-rank approach

Task clustering approach

Task relation learning approach

Decomposition approach

Introduction



Relatedness among multiple tasks 

Low-rank of parameters

Low-rank approach

Introduction

Low-rank approach



Image

Multi-task

Tensor trace norm

Multi-class classification

Matrix parameters Matrix  trace norm

Introduction

Low-rank approach



Overlapped tensor trace norms Latent  tensor trace norms

Tensor trace norm

Introduction



Tucker Trace Norm

Tensor-Train (TT) Trace Norm

LAF Trace Norm

Tensor-Ring (TR) Trace Norm

Introduction

Overlapped tensor 

trace norms
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Multi-Task Learning via Generalized Tensor Trace Norm



|||𝒲|||∗ =෍

𝑖=1

𝑝

𝛼𝑖 ||𝒲(𝑖)||∗

𝓦(𝑖) ≔ reshape(permute 𝓦, 𝑖, 1, … , 𝑖 − 1, i + 1, … , 𝑝 , [𝑑𝑖 ,ෑ

𝑗≠𝑖

𝑑𝑗])

𝛼𝑖 ≥ 0,෍

𝑖=1

𝑝

𝛼𝑖 = 1

𝒲 ∈ ℝ𝑑1×⋯×𝑑p

s.t.

4-way tensor

Existing tensor trace norms

Tucker Trace Norm



|||𝒲|||∗ = ෍

𝑖=1

𝑝−1

𝛼𝑖 ||𝒲[𝑖]||∗

𝓦[𝒊]≔ reshape(𝓦, [ෑ
𝑗=1

𝑖

𝑑𝑗 ,ෑ
𝑗=𝑖+1

𝑝

𝑑𝑗])

𝛼𝑖 ≥ 0,෍

𝑖=1

𝑝

𝛼𝑖 = 1

𝒲 ∈ ℝ𝑑1×⋯×𝑑𝑝

s.t.

Existing tensor trace norms

TT Trace Norm

4-way tensor



|||𝒲|||∗ = ||𝒲(𝑝)||∗ 𝓦 ∈ ℝ𝑑1×⋯×𝑑𝑝

s.t. 𝓦(𝑝) ≔ reshape(𝓦, [ෑ
𝑗=1

𝑝−1

𝑑𝑗 , 𝑑𝑝])

Existing tensor trace norms

LAF Trace Norm

4-way tensor



|||𝓦|||∗ =෍

𝑖=1

𝑝

𝛼𝑖 ||𝓦<𝑖,𝑑>||∗

𝓦<𝑖,𝑑> ≔ 𝑟𝑒𝑠ℎ𝑎𝑝𝑒(𝑝𝑒𝑟𝑚𝑢𝑡𝑒 𝓦, 𝑡, … , 𝑖, 𝑖 + 1,… , 𝑡 − 1 , [ෑ

𝑗=𝑡

𝑖

𝑑𝑗 , ෑ

𝑗=𝑖+1

𝑡+1

𝑑𝑗])

𝑡 = ቊ
𝑖 − 𝑑 + 1 if 𝑑 ≤ 𝑖

𝑖 − 𝑑 + 1 + 𝑝 otherwise
𝛼𝑖 ≥ 0,෍

𝑖=1

𝑝

𝛼𝑖 = 1

𝓦 ∈ ℝ𝑑1×⋯×𝑑𝑝

s.t.

Existing tensor trace norms

TR trace norm

4-way tensor



03 Generalized Tensor Trace Norm (GTTN)

Multi-Task Learning via Generalized Tensor Trace Norm



How to choose the way of tensor 

flattening?

Given the way of tensor flattening, how 

to determine the importance of resultant 

tensor flattenings?

Analysis on 

Existing 

Tensor Trace 

Norms

◆Try all possible ways of 

tensor flattening.

Learn Weights:

◆Variable

◆Minimum

◆Maximum

◆Meta-learning

Generalized Tensor Trace Norm (GTTN)



𝓦∗ =෍

𝐬

𝛼𝐬 ||𝓦{𝐬}||∗

𝓦{𝐬}≔ reshape(permute 𝓦, [𝐬,¬𝐬] , [ෑ

𝑖∈𝐬

𝑑𝑖 , ෑ

𝑗∈¬𝐬

𝑑𝑗])

𝛼𝐬 ≥ 0,෍

𝐬

𝛼𝐬 = 1

𝓦 ∈ ℝ𝑑1×⋯×𝑑𝑝

s.t.

Generalized Tensor Trace Norm (GTTN)

How to choose the way of tensor flattening?

Try all possible ways of tensor flattening



Comparison among the Tucker trace norm, TT trace 

norm, LAF trace norm, TR trace norm with 𝑑=2, and 

GTTN for a 4-way tensor.

Generalized Tensor Trace Norm (GTTN)

How to choose the way of tensor flattening?

◆Lemma 1: For a p-way tensor, There 

are 2𝑝−1−1 distinct tensor flattening.

◆𝑝 ≤ 5

◆# distinct tensor flattening≤ 15

4# distinct tensor flattening: 13 2 7



View 𝛼 as variables 

to be optimized

Learn Weights

Optimize minimum 
matrix trace norm

Optimize maximum matrix 
trace norm

Meta-learning method

Generalized Tensor Trace Norm (GTTN)

How to determine 𝛼?



min
𝛩,𝜶

σ𝑖=1
𝑚 1

𝑛𝑖
σ
𝑖=1
𝑛𝑖 𝑙 𝑓𝑖 𝑥𝑗

𝑖; 𝛩 , 𝑦𝑗
𝑖 + 𝜆σ𝑖=1

𝑁 𝛼𝑠 ||𝒲{𝑠}||∗ s. t. 𝛼𝐬 ≥ 0,σ𝐬𝛼𝐬 = 1

𝜶𝑠=
𝑒𝑥𝑝{𝛽𝑠}

σ𝑡∈ 𝑝 ,𝑡≠∅ exp{𝛽𝑠}

𝛽𝑠 instead of 𝛼𝐬 is treated as a variable.

softmax function

Generalized Tensor Trace Norm (GTTN)

Learning Weights

Viewing 𝛼 as variables to be optimized



min
𝛩

σ𝑖=1
𝑚 1

𝑛𝑖
σ𝑖=1
𝑛𝑖 𝑙 𝑓𝑖 𝑥𝑗

𝑖; 𝛩 , 𝑦𝑗
𝑖 + 𝜆 min

𝑠⊂[𝑝]
𝑠≠∅

||𝒲{𝑠}||∗

min
𝛩,𝜶

σ𝑖=1
𝑚 1

𝑛𝑖
σ𝑖=1
𝑛𝑖 𝑙 𝑓𝑖 𝑥𝑗

𝑖; 𝛩 , 𝑦𝑗
𝑖 + 𝜆σ𝑖=1

𝑁 𝛼𝑠 ||𝒲{𝑠}||∗ s. t. 𝛼𝐬 ≥ 0,σ𝐬𝛼𝐬 = 1

Mathematically Equivalent

cannot achieve 0 or 1 exactly

softmax function

Generalized Tensor Trace Norm (GTTN)

Learning Weights

Optimizing minimum matrix trace norm



min
𝛩

σ𝑖=1
𝑚 1

𝑛𝑖
σ𝑖=1
𝑛𝑖 𝑙 𝑓𝑖 𝑥𝑗

𝑖; 𝛩 , 𝑦𝑗
𝑖 + 𝜆𝑚𝑎𝑥

𝑠⊂[𝑝]
𝑠≠∅

||𝒲{𝑠}||∗

Pay attention to flattenings with the largest trace norm

Penalize all the matrix trace norm  

Generalized Tensor Trace Norm (GTTN)

Learning Weights

Optimizing maximum matrix trace norm



min
𝜶

σ𝑖=1
𝑚 1

|𝐷𝑣𝑎𝑙
𝑖 |

σ
(𝑥,𝑦)𝜖𝐷𝑣𝑎𝑙

𝑖 𝑙 𝑓𝑖 𝒙;𝜣
∗ , 𝑦

s.t. 𝚯∗= 𝑎𝑟𝑔𝑚𝑖𝑛σ𝑖=1
𝑚 1

|𝐷𝑡𝑟
𝑖 |
σ
(𝑥,𝑦)𝜖𝐷𝑡𝑟

𝑖 𝑙 𝑓𝑖 𝒙;𝚯 , 𝑦 + 𝜆σ𝑖=1
𝑝

𝛼𝑠 ||𝒲{𝑠}||∗

Training 

dataset 
𝐷val

𝐷𝑡𝑟 Learn Θ

Learn 𝛼

Generalized Tensor Trace Norm (GTTN)

Learning Weights

Meta-learning method



min
𝛩

σ𝑖=1
𝑚 1

𝑛𝑖
σ𝑖=1
𝑛𝑖 𝑙 𝑓𝑖 𝑥𝑗

𝑖; 𝛩 , 𝑦𝑗
𝑖 + 𝜆|||𝓦|||∗

Given the Generalized Tensor Trace Norm (GTTN), the objective function of the deep 

multi-task model can be expressed as:

Empirical loss Regularization term: GTTN

Generalized Tensor Trace Norm (GTTN)

Objective function



Generalized Tensor Trace Norm (GTTN)

Analysis



04 Experiments

Multi-Task Learning via Generalized Tensor Trace Norm



DMTL Deep Multi-Task Learning method

Tucker The Tucker trace norm  method 

TT The TT trace norm method

LAF The LAF trace norm method

The trace norm regularization method based on the 𝑖-th axis flattening

TR

LAF-TF LAF tensor factorization method

Prod The rank-product regularization method

GTTN-a Setting the weights in GTTN to be same

Experiments

Baselines



Dataset #Images #Classes #Tasks

ImageCLEF 2,400 12 4

Office-Caltech 2,533 10 4

Office-31 4,110 31 3

Office-Home 15,500 65 4

DomainNet 600,000 345 6

Experiments

Datasets



ImageCLEF Office-Caltech DomainNetOffice-HomeOffice-31

DMTL Tucker TT LAF LAF-1

LAF-2 Prod TR LAF-TF GTTN

Experiments

Results: fc7 layer



ImageCLEF Office-Caltech DomainNetOffice-HomeOffice-31

DMTL Tucker TTLAF

LAF-2 Prod TR

LAF-TF

LAF-3 LAF-4

GTTN GTTN-a

Experiments

Results: pool5 layer



Experiments

Comparison on Strategies to Learn Weights



𝓦{𝟏}, 𝓦{𝟐}, 𝓦{𝟑}, 𝓦{𝟏,𝟐}, 𝓦{𝟏,𝟑}, 𝓦{𝟓} are larger𝓦{𝟐} is smaller

Experiments

Analysis on Learned Weights



The performance is not sensitive to 𝜆 number of hidden units = 512,    d=6

Experiments

Sensitivity Analysis



⚫ The generalized tensor trace norm (GTTN) to capture all the low-rank  is 

effective.

⚫ Learning weights of  each tensor flattening to  identify  the  importance of 

each structure is helpful.

⚫ The GTTN method performs better than baseline methods.

Conclusion



Thank you !


